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Abstract. The detection accuracy of borderline mental disorders depends on correct 

processing of speech signals. The main reason of low accuracy and large errors in 

measurements is associated with the use of inefficient and non-adaptive methods for 

processing of non-stationary speech signals. In this paper, the authors propose a 

method for increasing the detection efficiency of borderline mental disorders based 

on adaptive decomposition technology for non-stationary signals, namely, improved 

complete ensemble empirical mode decomposition with adaptive noise and mel-

frequency cepstral analysis. A block diagram for the method and a brief mathematical 

description are presented. The research results are presented, on the basis of which it 

was concluded that the method proposed by the authors can successfully be tested in 

remote monitoring systems of psychogenic disorders to accelerate the treatment 

process. 
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1. Introduction 

According to the Federal State Statistics Service [1], more than 326.7 thousand 

patients having mental illness (mental disorders, behavioral disorders, alcohol and 

drug psychoses, etc.) have been registered over the previous five years. 
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A borderline mental disorder is the most common affective disorder. As a rule, 

the reason for borderline mental disorders is low socioeconomic status and the 

presence of a large number of social stresses. 

For a long time, accurate detection of borderline mental disorders was not 

possible, and it was limited to perceptual tests and laboratory analysis. However, 

since the power increase in computers, experimental statistical methods have 

appeared [2 – 6], the most adaptive of which are the methods based on the analysis of 

speech signals [7]. 

There is an important rule in diagnosing of the nervous system disorders: 

pathophysiological mechanisms of the development of borderline mental disorders 

are based on the principles of interaction of the nervous and speech-forming systems 

of the organism; disorders of the nervous system activate a cascade of mechanisms 

that affect the functioning of motor organs of the speech apparatus. So, we can 

conclude that borderline mental disorders are “encoded” in certain informative 

parameters of speech signals. 

The detection accuracy of borderline mental disorders depends on correct 

processing of speech signals, which is determined by the correctness of measurement 

of its amplitude, time, frequency and energy characteristics. The main reason of low 

accuracy and large errors in measurements is associated with the use of inefficient 

and non-adaptive methods for processing of non-stationary speech signals. 

In this paper, the authors propose a method for increasing the detection 

efficiency of borderline mental disorders based on adaptive decomposition 

technology for non-stationary signals, namely, improved complete ensemble 

empirical mode decomposition with adaptive noise and mel-frequency cepstral 

analysis. The study is a development of previously published works of the authors [8, 

9]. 

2. Materials and methods 

A. Empirical mode decomposition 

Empirical mode decomposition (EMD) [10] is an adaptive technology for the 

decomposition of non-stationary signals stemming from nonlinear systems. The EMD 
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provides local decomposition of a signal into fast and slow oscillatory functions. As a 

result of the decomposition, the original signal can be represented as a sum of 

amplitude and frequency modulated functions, called intrinsic mode functions (IMF), 

or modes. An analytical expression of the EMD is as follows: 

𝑥(𝑛) =∑𝐼𝑀𝐹𝑖(𝑛)

𝐼

𝑖=1

+ 𝑟𝑖(𝑛) 

where x(n) is the original signal; IMFi(n) is the IMF; ri(n) is a residue; i = 1, 2, ..., I is 

the IMF number, n is discrete timing (0<n≤N, N is a number of discrete samples in 

the signal). 

Among all the varieties of decomposition methods, the most adaptive one to 

biomedical and speech signals is an improved ensemble empirical mode 

decomposition with adaptive noise (CEEMDAN) [11]. Here is an algorithm and 

mathematical description of the improved CEEMDAN method: 

1. Using the EMD apparatus and determining the local average values of noise 

copies of the original signal (𝑥𝑗(𝑛) = 𝑥(𝑛) + 𝛽0𝐸1(𝑤𝑗(𝑛))) from the 

formula〈𝐸1(𝑥𝑗(𝑛))〉 = 〈𝑥𝑗(𝑛)〉− 〈𝑀(𝑥𝑗(𝑛))〉, the first residue is determined: 

𝑟1(𝑛) = 〈𝑀(𝑥𝑗(𝑛))〉 

where Ei (·) is the IMF extraction operator by the EMD method (i is the mode 

number); xj(n) = x (n) + wj(n) is the noise copies of the original signal (x(n) is the 

initial speech signal, wj(n) is the implementation of white noise with zero mean unit 

variance); M(·) is the operator creating the local average value of the applied signal; 

βi = εistd(ri) is the coefficient that allows choosing of different values of signal-to-

noise ratio. 

2. At the first stage, the first mode for i = 1 is calculated: 

3. The second residue is calculated as the averaged local average value of the 

noise copies of the first residue 𝑟1(𝑛) + 𝛽1𝐸2(𝑤𝑗(𝑛)), and the second mode is 

determined: 

𝐼𝑀𝐹̃2(𝑛) = 𝑟1(𝑛) − 𝑟2(𝑛) = 𝑟1(𝑛) − 〈𝑀(𝑟1(𝑛) + 𝛽1𝐸2(𝑤𝑗(𝑛)))〉 

4. At subsequent stages, the i-th residue for i = 3, ..,I is calculated: 
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𝑟𝑖(𝑛) = 〈𝑀(𝑟𝑖−1(𝑛)+ 𝛽𝑖−1𝐸𝑖(𝑤𝑗(𝑛)))〉 

5. The i-th mode is calculated: 

𝐼𝑀𝐹̃𝑖(𝑛) = 𝑟𝑖−1(𝑛) − 𝑟𝑖(𝑛) 

6. Go to Step 4 for the next i value. 

The constants βi are selected to obtain the desired signal-to-noise ratio between 

the added noise and the residue to which the noise is added. 

B. Mel-frequency cepstral analysis 

Cepstral analysis has gained a wide practical popularity in the field of speech 

signal processing, due to the advantage of information compression on the signal 

during the transition into the frequency processing domain [12]. Cepstral analysis is 

based on the allocation of cepstral coefficients on the Mel scale, called mel-frequency 

cepstral coefficients (MFCC). MFCC include two basic concepts: a cepstrum, and a 

mel scale. A cepstrum is a discrete cosine transform of the signal amplitude spectrum 

in a logarithmic scale. The signal cepstrum is determined by the formula: 

𝑐(𝑛) = 𝐷𝐶𝑇[𝑙𝑜𝑔(𝑋(|𝑥(𝑛)|2))] 

where DCT is a discrete cosine transform; X is a spectral representation of the signal 

x(n); n is discrete timing (0<n≤N, N is a number of discrete samples in the signal). 

The method of MFCC obtaining is based on the model of the human hearing 

system functioning and uses the frequency scale in Mel, which simulates the 

frequency sensitivity of a human ear [12]. 

3. Description of the method 

Fig. 1 presents a simplified block diagram for the method for detecting 

borderline mental disorders. The processing steps 1, 2, 5 and 6 are a classic detection 

method. Steps 3 and 4 were introduced by the authors to improve detection 

efficiency. Processing step 6 has undergone modernization. Steps 7 and 8 are not 

related to processing. Let us consider some of the stages. 

Stage 2. During pre-processing, the following actions are performed: the 

removal of the constant component, the speech signal filtering by the fourth-order 
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Chebyshev high-pass filter to remove frequencies below 130 Hz, and segmentation 

into voiced and unvoiced sections. 

 

Fig. 1. Block diagram for speech/pause detection algorithm. 

Stage 3. Based on the above mentioned brief analysis of the advantages and 

disadvantages of different types of decomposition, and taking into account the 

specifics of speech signals under borderline mental disorders, the authors decided to 

use the improved CEEMDAN, which will provide: 

 adaptive decomposition, since basic functions used in the decomposition are 

extracted directly from the original speech signal, and allow to take into account only 

its own peculiarities (hidden modulation, energy concentration regions, etc.). 

 minimum level of residual noise; 

 absence of parasitic IMF arising in the early stages of decomposition as a 

result of the overlap of the scale-energy mode spaces. 

Stage 4. All IMF for an absolutely arbitrary signal can be divided into two 

categories: informative IMF with noise and signal components; non-informative IMF 

with trend components. The formation of informative components consists in 

subtraction of informative noise and non-informative IMF from the initial signal. The 

purpose of formation of informative components is the collection of information 

reflecting violations in the functioning of speech apparatus organs due to borderline 

mental disorders. The formation of a set of informative components is carried out 

according to the formula: 

𝑥𝑎𝑏,𝑖(𝑛) = 𝑥(𝑛) − (𝑎×∑𝐼𝑀𝐹𝑖+1(𝑛)+ 𝑏 ×∑𝐼𝑀𝐹𝐼−1(𝑛)

2

𝑖=0

2

𝑖=0

) 
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where xab,i(n) is the informative component; x(n) is the initial signal; a, b are the 

coefficients determining the participation of IMF in the formation of informative 

components. 

Stage 5. As noted earlier, the MFCC are calculated as the cepstal characteristics 

in the method. The main stages of MFCC calculation are as follows: 

 converting of the signal from the Hertz scale to the Mel scale; 

 spectral transformation and determination of the signal periodogram;  

 filtering of the signal periodogram with a set of mel filters;  

 taking the logarithm of the signal energy in each mel filter;  

 discrete cosine transform of the energy logarithm. 

The result of the calculation is the MFCC (MFCC(c), where c = 1, 2, ...; C is 

the MFCC number; C is the desired number of coefficients). 

Normalization and calculation of the first and second increments of the MFCC 

values allows us to obtain dynamic information about the coefficients. As it is known, 

high frequencies are less susceptible, and the MFCC at these frequencies are less 

informative than the MFCC at low frequencies. Normalization of the MFCC is the 

multiplication of each coefficient by a number that increases with the coefficient 

index. Thus, the first coefficients are reduced, and the last coefficients are increased. 

The following formula is used for this operation: 

𝑀𝐹𝐶𝐶_𝑁(𝑐) = 𝑀𝐹𝐶𝐶(𝑐) × (1+
𝐿

2
sin⁡(

𝜋𝑐

2
)) 

where L is an empirically chosen value, being 22. 

The coefficient vector describes a fixed spectral envelope of one fragment, but 

it is obvious that the speech signals carry information about dynamics in the form of a 

slight change in coefficients over time: 

𝑀𝐹𝐶𝐶_𝐷(𝑐) =
∑ 𝑑(𝑀𝐹𝐶𝐶(𝑐 + 𝑑)) −𝑀𝐹𝐶𝐶(𝑐 − 𝑑)𝐷
𝑑=1

2∑ 𝑑2𝐷
𝑑=1

 

𝑀𝐹𝐶𝐶𝐷𝐷(𝑐) =
∑ 𝑑(𝑀𝐹𝐶𝐶_𝐷(𝑐 + 𝑑))−𝑀𝐹𝐶𝐶_𝐷(𝑐 − 𝑑)𝐷
𝑑=1

2∑ 𝑑2𝐷
𝑑=1
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where MFCC_D(c), MFCC_DD(c) are the first and the second MFCC increments, 

MFCC(c) are static MFCC, D is a typical increment value, being 2. 

4. Investigation of the method 

To assess the detection effectiveness of borderline mental disorders based on 

the proposed authors’ with the support of K.R. Evgrafov Regional Psychiatric 

Hospital (Penza, Russian Federation) and Penza State University, a group of subjects 

and a verified signal base have been formed. A group of subjects included 100 males 

and females, aged 18 to 60 years old, with clearly expressed symptoms of borderline 

mental disorders. To evaluate the effectiveness of the method, errors of the first and 

second kind were used. 

The objective of the study was to detect borderline mental disorders using the 

classical method and the method proposed by the authors based on the improved 

CEEMDAN and mel-frequency cepstral analysis. 

All stages of signal processing and data analysis were performed in the 

mathematical modeling environment © Matlab (MathWorks). Table 1 presents the 

results of detection of borderline mental disorders. 

Table 1. Results of detectuion of borderline mental disorders 

Predicata

ble result 

Detection result Errors of the 

first and second 

kind, % 
Patholo

gy 
Norm 

Classical method for detection 

Pathology 78 pers. 22 pers. 1st 22 

Norm 16 pers. 84 pers. 2nd 16 

Proposed method for detection 

Informative component No. 1 (subtraction of the 

last three IMFs) 

Pathology 84 pers. 16 pers. 1st 16 

Norm 9 pers. 81 pers. 2nd 9 

Informative component No. 2 (subtraction of the 

first IMF and last three IMFs) 

Pathology 91 pers. 9 pers. 1st 9 

Norm 6 pers. 94 pers. 2nd 6 

Informative component No. 3 (subtraction of the 

first two and last three IMFs) 

Pathology 87 pers. 13 pers. 1st 13 

Norm 8 pers. 82 pers. 2nd 8 
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5.  Conclusion 

In accordance with the data obtained, it can be concluded that the use of the 

improved CEEMDAN and mel-frequency cepstral analysis in the classical method 

makes it possible to improve the detection efficiency of mental disorders. The best 

results are achieved by subtracting the first noise and the last three trend IMFs from 

the initial speech signal (information component No. 2). This is explained by the fact 

that the first IMF contains most of the residual noise and when subtracting, the 

original signal is filtered. The last three trend IMFs are the result of the 

decomposition of the sum of the harmonic signal and the polynomial trend. 

Subtraction of these IMFs saves the original signal from redundant information. 

Thus, the results obtained make it possible to conclude that the method 

proposed by the authors can be successfully tested in remote monitoring systems of 

psychogenic disorders to accelerate the treatment process. 
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